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Introduction

Motivation

4

Cancer data is one of the most common issue now-a-day, so it is selected due to its significance in research.

Early detection and precise treatment improve patient outcomes.

Clinical records contain essential medical insights, and it is also unstructured and difficult to analyze

Automated entity extraction improves efficiency and accuracy.

Transformer-based models enhance clinical text processing. It supports Al-driven expert systems for better
decision-making.

Transformer-based models enhances efficiency, accuracy, and reliability in processing clinical text data.




Introduction

Challenges in Clinical Text Processing
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Introduction

Contributions

a transformer-based approach
cancer clinical data

Conduct a comprehensive
performance evaluation

[1]]

fine-tune five BERT-based models
for cancer entity extraction

contributes to the development Al-
driven expert system cancer
diagnosis and treatment planning
(Breast Cancer)




‘ Related Work \

Listing: The Query for Systematic Review using advanced string search

TITLE-ABS ( ( OR OR OR
) AND ( OR ) AND ( OR
OR OR OR OR OR OR
OR ) ) AND PUBYEAR >2020 AND PUBYEAR <2025
Table of total number of papers related to the topics Keywords for this advance String search Operation:
Cancer (Breagt) | Entity Extraction | NLP/LLM/BERT

Cancer (Breagt) 48,648

Entity Extraction | 282 46,757

NLP /LLM/BERT | 1,737 1,073 45,884

Selection Criteria:

We have selected 39 papers which matches any
one keyword from these three keyword groups.

(i) Cancer(Breast) — “Breast Cancer” OR “Clinical Text Data”
OR “Breast Cancer Data” OR “Cancer Text Data”;

(ii) Entity Extraction — “*Entity Extraction” OR “Extracting”;

(iii) NLP/LLM/BERT — “Natural Language Processing” OR
“NLP” OR "Large Language Model” OR “LLM*” OR
“Artificial Intelligence” OR “Al” OR “BERT” OR “*BERT” OR
“Transformer Model*”.




Background

Overview of BERT Models, Their Pretraining Datasets, and Exclusion Criteria.

Model Name Description Pretraining Dataset(s) Exclusion Criteria

Original BERT model by Google for Not optimized for domain-specific tasks like
BERT general NLP tasks. BookCorpus + English Wikipedia biomedical or legal text.

PubMed abstracts + PMC full-text Selected (Designed specifically for biomedical

BioBERT Specialized for biomedical text. articles applications.) .
Background in

ClinicalBERT Tailored for clinical data processing. MIMIC-III (clinical records) Clinical records, lacks broader biomedical corpus.
Designed for scientific and research Not fine-tuned for clinical or biomedical Se | e Ctl n B E RT_
SciBERT text. Semantic Scholar corpus applications.

Combines biomedicaland clinical data

BlueBERT for broad use. PubMed abstracts + MIMIC-II| Selected (Optimized for biomedical corpus) b a S e d I I I O d e | S a n d
Enhanced version of BERT by Facebook | BookCorpus + English Wikipedia+ |[Selected (Strong general NLP performance makes A n n Otat I O n TO O | S

ROBERTa for better results. CC-News + OpenWebText it suitable for fine-tuning on medical corpora.)

Same as BERT (BookCorpus + English| Reduced model size leads to lower accuracy in

DistilBERT Lightweight, faster version of BERT. Wikipedia) domain-specific tasks.
ALBERT Efficient, smaller variant of BERT. BookCorpus + English Wikipedia Not medical domain data.
BioClinical
Advanced ClinicalBERT for better Selected (Focused only on clinical and biomedical
BERT medical NLP. MIMIC-IIl + PubMed abstracts data, limiting generalizability.)
COVID-Twitter- Limited to social media and COVID-related
BERT Analyzes COVID-19 related tweets. COVID-19 related tweets discussions.
Financialreports, news articles, Not designed for medical or scientific
FinBERT Focused on financial text analysis. company filings applications.
Unsuitable for biomedical and general NLP
LegalBERT Designed for legal text processing. Legal documents and court cases applications.
Only supports French, not useful for English
CamemBERT BERT model for French language. French Common Crawl (OSCAR) medical NLP.

Supports 104 languages for multilingual Not optimized for domain-specific NLP like
M-BERT NLP. Wikipedia in multiple languages biomedical or legal text.

Cross-lingualversion for multiple Focuses on multilingual tasks, lacks domain
XLM-RoBERTa languages. Common Crawl in 100 languages specialization.
Selected (Clinicalrecords (e.g., MIMIC-III), making

Fully trained on biomedical literature for it less effective for real-world clinical
PubMedBERT better domain adaptation. Full PubMed abstracts applications.)




Background

Tool Name |Available Links Functionality Exclusion Criteria from Others
Web-based text annotation  Requires external setup, lacks
BRAT https://brat.nlplab.org/ and validation built-in ML support
Collaborative annotation with Complex for beginners, requires
INcepTION https://inception-project.github.io/ machine learning assistance ML expertise
Maps biomedical text to Limited to UMLS concepts, lacks
MetaMap |https://metamap.nim.nih.gov/ UMLS concepts broader NLP capabilities
Designed for clinical narratives,
https://www.dbmi.columbia.edu/resea less flexible for general medical
MedLEE rch-projects/medlee/ Structuring clinical narratives text
Named entity recognition and Focuses mainly on named entity
CLAMP https://clamp.uth.edu/ relation extraction recognition, lacks deep inference
https://physionet.org/content/mednli/ Medical language inference  Limited to medical natural
MedNLI 1.0.0/ and analysis language inference tasks
Primarily designed for deep
https://github.com/stanford- Deep medical language learning-based medical text
BioMedGPT crfm/BioMedGPT processing generation
https://github.com/medspacy/medspacExtends spaCy for clinical text Requires spaCy knowledge,
MedspaCy v processing limited pre-built clinical models
Selected for its ease of use,
User-friendly text annotation efficient annotation workflow, and
Doccano https://gichiub.com/doccano/doccano  with JSON export support JSON export support

Selection of
Annotation Tool.

We have selected
Doccano Tool among
these open-source tools



https://brat.nlplab.org/
https://inception-project.github.io/
https://metamap.nlm.nih.gov/
https://www.dbmi.columbia.edu/research-projects/medlee/
https://www.dbmi.columbia.edu/research-projects/medlee/
https://clamp.uth.edu/
https://physionet.org/content/mednli/1.0.0/
https://physionet.org/content/mednli/1.0.0/
https://github.com/stanford-crfm/BioMedGPT
https://github.com/stanford-crfm/BioMedGPT
https://github.com/medspacy/medspacy
https://github.com/medspacy/medspacy
https://github.com/doccano/doccano

Background

NSP (NEXT
PRE-TRAINING SENTENCE MASKING PRIMARY
DATA BUILT BY PREDICTION) STRATEGY APPLICATIONS
Korea Entity recognition, relation
PubMed & PMC University extraction, QA in
BioBERT articles & Clova Al Yes Dynamic masking  biomedicine
MIMIC-1II clinical Google Clinical NER, patient
BioClinicalBERT  notes Research Yes Dynamic masking  record analysis
Facebook Full-sentence & Text classification, QA,
RoBERTa General NLP corpus Al No full-word masking  sentiment analysis
Azure Al &
PubMed abstracts & Microsoft Medical text classification,
BlueBERT clinical notes Research Yes Dynamic masking  entity recognition
Microsoft Biomedical NLP tasks,
Research & Whole-word domain-specific text
PubMedBERT PubMed abstracts NIH No masking analysis




Context: What is Transformer Models?

= Atransformer model is a type of deep learning model that was introduced in 2017. These models
have quickly become fundamental in natural language processing (NLP) and have been applied to
a wide range of tasks in machine learning and artificial intelligence.

Transformer Models introduce two key innovations:

e Positional Encoding, which assigns unique numerical positions to tokens to capture
sequence order.

o Self-Attention, which calculates the relationships between tokens to understand context
and importance. These mechanisms allow transformers to process data in parallel while
effectively capturing patterns and relationships in sequential data.

Transformer models are used for tasks like natural language processing, computer vision, and speech recognition
due to their ability to capture context, understand complex relationships in data, and generate high-quality
outputs using self-attention mechanisms and positional encoding.

3/25/2025




Context: Types of Transformer models?

1. Encoder-Only Models
Focus: Tasks requiring understanding, such as

classification and regression.
Examples: BERT, ROBERTa, ALBERT, DistilBERT.

2. Decoder-Only Models
Focus: Generative tasks, such as text generation and

summarization.
Examples: GPT (e.g., GPT-2, GPT-3, GPT-4), OPT, LLaMA.

3. Encoder-Decoder Models
Focus: Sequence-to-sequence tasks, such as translation

and summarization.
Examples: T5, BART, MarianMT, Pegasus.

4. Vision Transformers (ViTs)

Focus: Image-related tasks like classification, object
detection, and segmentation.

Examples: ViT, DeiT, Swin Transformer.

5. Multimodal Transformers

Focus: Integrating multiple types of data (e.g., text,
image, video).

Examples: CLIP, DALL-E, Florence, Flamingo.

3/25/2025

6. Specialized Transformers

Designed for specific domains or tasks(based on Encoder):
BioBERT, ClinicalBERT: Biomedical and clinical tasks.
CodeBERT, Codex: Programming language understanding
and code generation.

Graph Transformers: Graph-based data tasks.

(we are using this type of Transformer Model)




Transformer Architecture: focused on Encoder

The structure of the Encoder of Transformer Model
Probabilities

Linear

Decoder-only
GPT

. )
| Add & Norm h
The encoder consists of a stack of N = 6 identical layers, where each

Feed
Forward layer is composed of two sublayers:

Encoder-only

BERT

Multi-Head
Attention

I

. The first sublayer implements a multi-head self-attention
mechanism.

N | (s Ko
Add & Norm Maskod

Multi-Head ulti-Hea q

Atintion " tanton 2. The second sublayer is a fully connected feed-forward

— — network consisting of two linear transformations with
Rectified Linear Unit (ReLU) activation.

>
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X
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Positional A Positional
Encoding e ¢ Encoding

Input Output FFN(x)= ReLU(Wx+ b)W,+ b,

Embedding Embedding
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Inputs Qutputs
(shifted right)
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Transformer Architecture: focused on Encoder

The inside structure of the Encoder of Transformer Model

Transformer Encoder
" " e o (1] self-Attention: Enables each word to attend to all other words in a sentence,
Encoder capturing contextual relationships effectively.
Layer Norm
$ (2] Positional Encoding: Adds position-based values to word embeddings to
retain word order information, as Transformers process data in parallel.
Feed Forward Network

Fully Connected Layer FC2

¢ (3] Multi-Head Attention: Uses multiple attention heads to analyze different
Fully Connected Layer ~ FCi aspects of the text simultaneously, improving contextual understanding.
<+>< Feed-Forward Layers: Applies fully connected layers to refine word
representations and enhance feature extraction.
Layer Norm

(5) Layer Normalization & Residual Connections: Stabilizes training by
preventing vanishing/exploding gradients and improving model convergence.

Position

: (6] Stacked Encoder Layers: Repeated layers process text at multiple levels,
Embedding

|
I
|
I
I
I
I
I
I
I
I 4
I
|
I
|
I
|
I
I
I allowing deeper feature learning for complex NLP tasks.

Feature map
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BioBERT (Biomedical Bidirectional Encoder Representations from Transformers) is a
specialized language model built upon Google’s BERT architecture to address the
challenges of understanding biomedical texts.

It is pre-trained on a variety of huge general and biomedical text corpora, such as Books
Corpus, English Wikipedia, PubMed abstracts (4.5 billion words), and full-text articles
from PubMed Central (PMC) (13.5 billion words) shown below.

BioBERT Model:

Pre-Training

Model Pre-Training Number of Domain
Corpus Words dataset
BERT (Baseline) Wiki + Books 3.3 billion General
BioBERT (+ Wiki + Books + - : :
PubMed) PubMed 7.8 billion Biomedical
BioBERT (+ Wiki + Books + - : :
PMC) PMC 16.8 billion Biomedical
BioBERT (+ Wiki + Books + - : :
PubMed + PMC) PubMed + PMC 20.3 billion Biomedical




BioBERT Architecture : (Pre-Training and Fine-Tuning)

BioBERT architecture of Pre-training and Fine-Tuning phase

Here for training data, we are
using our manually annotated

Pre-training of Bidirectional Transformers

Pre-training corpora Bi-Transformer Pre-training corpora Bi-Transformer
(" ) medical corpus using Doccano
LS publfed PubMed sl P g
L Wikipedia (458 words) A f; Open-source Tool.
b (2.5B words)
WIKIPEDIA
The Free Encyclopedia

4

Ti LT _‘\ T_rm\'
PMC PV h——
(13.5B words)
/,r .o .o
I\\Trm -(Trm Y ( Trm\' Data Descrlptlon:

g;""‘-“ T . . . .
BooksCorpus o BERT =[] [&] The dataset is consisting of cancer patient
(0.88 words) BERT : pre-trained with D B berinetal) BioBERT : pre-trained with data samples was curated by Sushil et al.
general domain corpora =) I Qniomedical domain corpora

7/ (Sushil et al., 2024) from the University of

BERT (Devli, l., 201 BioBERT (O . . . .
(Deviin et ., 2018) lOBERT (Ours) California, San Francisco (UCSF) Information
Task-specific Fine-tuning Commons in the period from 2012 to 2022,
Pi(processing biomedical training da p BioBERT Fine-tuning . ~ Evaluation N WhICh is ava”able on thIS WEbSitEZ
= 7 ) r N\ o) .
sl esch wints BB e adlt ena e cavse . Precsion https://physionet.org/content/curated-
 — Y R N DA oncology-reports/1.0/
3y ? (" Variants in the @GENES region ) { Precision ) . . .
T/F for each sentence 2 contribute to @DISEASES susceptibility. || Recall M. SUShII’ V.E. Kennedy’ D. Mandalr’ B. Y. Miao, T. ZaCk’
g )2 \ » True ) and A. J. Butte.1018Coral: expert-curated oncology
—_— _ — § - N o) reports to advance language model
PRI locanarisss oy R What does mTOR stands for? [ -\ inference.1019NEJM Al, 1(4):Aldbp2300110, 2024.1020
of answer phrases i P mammalian target of rapamycin
S /)& —

Lee, Jinhyuk, et al. "BioBERT: a pre-trained biomedical language representation model for biomedical text mining." Bioinformatics 36.4 (2020): 1234-1240.

3/25/2025 16
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BioBERT Architecture : (Pre-Training and Fine-Tuning)

BioBERT architecture of Pre-training and our Fine-Tuning phase

Fre-training of BinBERT

Pre-training Corpora BioBERT Pre-training

Publ@ed 458 words =

PMC ssewrs | | @@ - @

L 4 A

==
Weight Initialization ) -
Tt BERT = = :
3%"‘& from Cesdin et . Pre-trained BIoBERT with

biomedical domain corpora

BioBERT Architecture (Lee et al, 2019)

Fine-tuning of BinBERT

Task Specific Dataset

Mamed Entity
Extraction

|

Cancer Data
trianually
annotated corpus

BioBERT Fine-tuning

Patient 0105 a
Ta-vear-old
WM an who

initially had a right
breast mass

Age - [=bel 0
Gender - label 1
[izezaze - label 2

QurAproach for Medical Entity Extraction

Al-Healthcare Application

| el e
9
R i e '
iy
omalie P "
r . " g
L
&

Medical Knowledge Graph

Here for training data, we are
using our manually annotated
medical corpus using Doccano
Open-source Tool.

Data Description:

The dataset is consisting of cancer patient
data samples was curated by Sushil et al.
(Sushil et al., 2024) from the University of
California, San Francisco (UCSF) Information
Commons in the period from 2012 to 2022,
which is available on this website:
https://physionet.org/content/curated-

oncology-reports/1.0/

M. Sushil, V. E. Kennedy, D. Mandair, B. Y. Miao, T.
Zack, and A. J. Butte.1018Coral: expert-curated
oncology reports to advance language model
inference.1019NEJM Al, 1(4):Aldbp2300110,
2024.1020

Lee, Jinhyuk, et al. "BioBERT: a pre-trained biomedical language representation model for biomedical text mining." Bioinformatics 36.4 (2020): 1234-1240.

3/25/2025
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Flowchart: Fine-tuning BioBERT (or similar) on Custom Clinical Entity Labels

1. Clean text (remove unwanted 1. Use BioBERT or another tokenizer

Custom Clinical characters, normalize) (WordPiece) subword splitting BioBERT / BioClinicalBERT /
Corpus with 2. Direct label alignment (flat 2. Align tokens with flat entity BlueBERT encoder (12
Labeled Entities labels) @ BIO-tagging labels layers)

!@

Labels like AGE,
GENDER,....

Add multiple

Token e

Classification
Head

Preprocessin Load Pre-
P g Tokenization trained @
Step
Encoder
RepeaUng
steps for Fine-tuning
Several Epochs Step

I@

Model Ready for

Save Fine-tuned 1. Forward pass (encoder + classification Linear layer of
Multi-Field Entity . . :
) Model + Tokenizer head) Output size = Number of entity
Extraction : :
2. Compute multi-class token-level loss classes (here in our case 8)

(e.g., CrossEntropyLoss)
3. Backpropagate gradients
4. Update encoder + head weights

3/25/2025 18




Goal of our research work:

‘ The research focuses on medical entity extraction using pre-trained and fine-tuned BERT

‘I‘ models to identify cancer-related entities such as diseases, symptoms, medications, and
medical history from unstructured clinical text.

A knowledge graph is then constructed to map relationships between these entities,
|ﬂ enabling pattern identification and insights from patient data. Finally, the knowledge graph

is used to provide medication and dosage suggestions based on patterns from past cases,
supporting personalized cancer treatment strategies. (future work)

3/25/2025




The main focus of the Research work is:

Understanding Pretrained variant of BERT Models and Domain-Specific Data.

Cleaning Noisy Cancer Clinical Text Data.

Preparing Manually Annotated Corpora.

Ensuring Ground Truth Reliability.

Fine-Tuning Pretrained BERT Models.

Evaluating Fine-Tuned Models for Entity Extraction.

We did an evaluation of 5

specialized Transformer
Models as shown before.

3/25/2025



Clinical Text Data selection:

In this work, we primarily focus on the technical aspects of processing and analyzing clinical text data to enhance
language model inference. Using the CORAL: Expert-Curated Medlcal Oncology Reports to Advance Language
Mode '-'-'-.,,-.-. Ne unannotated raw : oxt data available withi NE Ord older.
This dataset comprises unstructured clinical text notes that lack manual annotations, making them a rich source of
natural language data for computational processing. These notes include detailed narratives on patient medical
histories, symptoms, diagnoses, medications, and demographic information, written by healthcare professionals.

The unannotated data is divided into two subfolders, each containing notes related to breast cancer and pancreatic
cancer. We took both data sets for building the annotated corpus for ground truth.

Inter-Annotator Agreement (IAA) scores and Cohen’s Kappa for various annotation

taSkS. Annotation Task Annotator 1 (%) Annotator 2 (%) Cohen’s Kappa Interpretation
Cohen Kappa's value= x — P‘:’ B Pe Age Annotation 94% 93% 0.85 Almost Perfect Agreement
]_ — P Gender Annotation 5% 95% 0.90 Almost Perfect Agreement
Po = the observed agreement €
[sease Annotation 95% 94% 0.29 Alrmoat Perfect Agreement
Pe = the expected agreement
Symptom Annotation 83% 91% 0.76 Substantial Agreement
Correct Annotations by Annotator Wedication Annotation 2% 82% 0.64 substantial Agreement
ACCUI‘&CY = Total Annotations x 100 Diose Annotation 5% T% 0.57 Woderate Agreement
WMedical History Annotation 84% 86% 0.56 loderate Agreement
Cancer 3tage Annotation 0% 92% 0.20 substantial Agreement

Matching Annotations between Annotator 1 and Annotator 2

Agreement Percentage = x 100

Total Annotations



Open-source Annotation Tool (Doccano):

=— & Breast Cancer . EN v Projects :

e LERE
2018. Switched from letrozole to exemestane December 2018  Span

it Home *MedicationMedication i

] Dataset Age 0 Disease

= due to anxiety and emotional lability.  Interval History

N
Attempted letrozole for August 12.5 months but switched to ‘)

» Relations *Medication

~  Members exemestane after experiencing anxiety and mood swings.

*Symptoms*Symptoms
(2] comments
[H  ouideline Tolerating exemestane better. +minimal joint aches +mild hot
*Symptoms *Symptoms

|,|,|‘ Metrics Key Value

flashes and insomnia +bone pain +@inal dryness Recently _
) E— No data available
L settings . *Symptoms*Symptoms *Symptoms
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The architecture of our Proposed methodology

-
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Receiving Data from Source

Preprocessing Data
Manual Annotation

Manually Annotated Medical Corpus

for Fine-Tuning

Fine-Tuning BERT-Based Models

Medical Entity Extraction Using Pre-

Trained Models

Medical Entity Extraction Using Fine-

Tuned Models

Comparing Results Using Evaluation

Metrics

23
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Research
Questions

3/25/2025

RQ1: How can transformer BERT-based
models be used to extract medical entities
as knowledge from raw clinical text data?

RQ2:What criteria should be considered
when selecting the best-performing BERT-
based models for medical entity extraction?

RQ3: Which BERT-based approach, based on
selected criteria, is the best for knowledge
extraction in the health domain?




Answer to

RQ1

RQ1: How can transformer BERT-based
models be used to extract medical entities as
knowledge from raw clinical text data?

1. Investigate transformer BERT-based models for Named

Entity Recognition (NER) in clinical text.

2. Contextual embeddings to extract medical entities using

(bidirectional context and self-attention mechanisms).
3. Convert unstructured text into structured data.
4. ldentify Essential medical terms include diseases,
symptoms, medications with doses, and medical history

based on contextual understanding.




Experimental Settings of our approach

Component. Description

Data Source Besearch-based tSushil et 31‘H2024b clinical text datasets (e.g., BUBTDR,
LINTO-TID).

Freprocessing Tokenization, stopword remcwal, abbreviation expansicn, anneotation wsing

Docecano tool

Annotation Tool Doceano for mannsl medical entity labeling.

Models Used BicBERT, Clinical EERT, PubliedBEEET, BElueBEEET, RoBERTE.
Training Strategy Fine-tuning pre-trained models using annotated medical corpus.
Evaluation Metrics Frecision, Recall, Fl-seccore, Accuracy.

Comparizon Fre-trained we. fine-tuned models for medical entity extraction.

Implementation Tools Fython, Spaly, TensorFlow /Py Torch, Scifpacy, Hugging Face Transformera

Data Split Strategy 70% for training, 18% for welidation, and 18% for testing. . .
Annotation Guidelines | Custom-labeled medical corpus with 8 entity labels for multi-head entity esx- EX p e rI I | | e nta | S ettl n gS
tractiorn.

Pre-training Corpora Publiled abatracts, PRIC full-text articles, MIMIC-II clinical notes. fo r O u r re S e a rC h

Hyperparameters used for training the models.

Hyperparameter Value Hyperparameter Value
Seed 42 Batch size buffer 256
Epachs 10 Discard oversize batches True
Dvopout 0.1 Learning rate scheduler Warmup-linear
Optimizer AdamW Initial learning rate Be-b
GFPU allocator PyTorch | Total training steps 1,500 {approx)
Batch size 16-32 Warmup steps 1200

3/25/2025




Answer to

RQ2

RQ2: What criteria should be considered when
selecting the best-performing BERT-based
models for medical entity extraction?

1. Effectiveness Criteria: The evaluation focused on
contextual embedding quality, NER accuracy, and domain
adaptability to medical texts.

2. Performance Evaluation: accuracy, recall, F1-score, and
precision.




Evaluation Metrices for all BERT-based models

Recall (%)
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—M- FAne-Tuned
B
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~- - \\\
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Precision (%)

95 1
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Answer to

RQ3

RQ3: Which BERT-based approach, based on
selected criteria, is the best for knowledge
extraction in the health domain?

1. Comparison Approach: Accuracy / F1-Score

2. Key Findings: PubMedBERT showed strong accuracy
among pre-trained models also pre-trained BlueBERT
has good F1-Score than PubMedBERT, while
BioBERT outperformed other fine-tuned models.

3. Conclusion: BioBERT was selected as the best model
for future research on constructing a knowledge
graph for pattern matching.




The result of our experiment

The overall performance matrix of pre-trained BERT models

Model Names Recall (%) | F1 Score (%) | Precision (%%) | Accuracy (%)
EBiocBEERT B2 BE.6 53,2 81.3
BioClinical EERT TT.3 T4 4.0 Rl.2
RoEERT= 71.3 T4.5 ml.2 kl.4
FubM=dEERT AT TH.3 T2 #3.1
ElueEERT B2 9.4 Bd4.0 B0.3

The overall performance matrix of fine-tuned BERT models.

Model Names Recall (%%) | F1 Score (%) | Precision (%%) | Accuracy (%%)
EicEERT 21.2 H6.3 93.1 95.4
BioClinical EBERT BT.2 32.6 23.1 BE.2
EcEERT= R9.2 2.0 59,1 B3.0
FubkhMedBEERT B0 1 53.4 BE.T B&. B
ElueEERT R6.2 P2.6 B0 k.4
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Comparison of Five Different Models Based on Performance Metrics

Performance metrics: ROBERTa Performance metrics: BioBERT
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g 100 E
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Training Loss per Epoch for Each Model

L0 BioBERT
%;7t%j BioClinicalBERT
£ ROBERTa
% PubMedBERT

BlueBERT

Training Loss

Line graph of Training, Validation and Testing loss of Pre-trained
Models while training
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o |
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=
=
&
=
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The line graph illustrates the loss variation across epochs

Model

Epoch 2

Epoch 3

Epoch 4

Epoch 5

Epoch 6

Epoch 7

Epoch 8

Epoch 9

Epoch 10

BioBERT

0.4892

0.4247

0.3862

0.3556

0.3418

0.3263

0.3142

0.3084

0.3063

BioClinicalBERT

0.3623

0.3099

0.3098

0.2803

0.2709

0.2742

0.2670

0.2639

0.2630

RoBERTa

0.6510

0.6378

0.6266

0.6172

0.6096

0.6036

0.5993

0.5966

0.5955

PubMedBERT

0.4611

0.4343

0.4100

0.3888

0.3725

0.3587

0.3480

0.3412

0.3382

BlueBERT

0.4388

0.3861

0.3533

0.3312

0.3135

0.2970

0.2879

0.2827

0.2810

Training, Validation, and Testing Loss Across Models

This table shows the decreased
values of validation loss in each

epochs.
the validation loss was used to
detect potential overfitting and to
select the best-performing model | | |
checkpoint.

Loss Type
—-- BioClinicalBERT (Testing)  —=- PubMedBERT (Validation)
——- BioBERT {Validation) —— RoBERTa (Training) —-- PubMedBERT (Testing)
—-= BiocBERT {Testing) === RoBERTa (Validation) = BlueBERT (Training)
—— BioClinical BERT (Training) ~-- RoBERTa (Testing) === BlueBERT (Validation)
=== BioClinical BERT (Malidation) = PubMedBERT (Training) == BlueBERT (Testing)

—— BioBERT (Training)
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Research Impact and Novelty:

Enhanced Clinical Decision-Making:

Focused on Breast Cancer with other cancer data:
Integration of Knowledge Graphs for Pattern
Recognition: (Therapy Suggestions)




Conclusion:

This study represents a meaningful advancement in extraction knowledge of breast
cancer by transforming unstructured clinical text data into well-organized, accessible
information using Al-powered techniques. By extracting key details—such as age,
gender, diseases, symptoms, medications, dosages, medical histories, and cancer
stages—we’ve made it easier for healthcare professionals to access and use this data
effectively. This approach supports better decision-making, enabling care that is more
precise and patient-focused.

Future work:

Looking to the future, our work will focus on building medical knowledge graphs and
using pattern-matching techniques to explore the relationships between patient
histories, including diseases, symptoms, and medications with their dosages.
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Knowledge Graph Represent for our future work (Therapy Suggestion)
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PatientID = nodes, Disease = nodes, Symptoms = nodes, Medication =
nodes, Suggested Medication = nodes.
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